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Problem 1

(a) Since (Z, Y ) are independent Gaussian random variables, they are jointly Gaussian. Moreover,[
Z + Y
Y

]
=

[
1 1
0 1

] [
Z
Y

]
.

Therefore, (Z + Y, Y ) are jointly Gaussian. Since fX,Y = fZ+Y,Y , we conclude that (X,Y ) are jointly
Gaussian.

(b) Since (X,Y ) are jointly Gaussian, E[Y |X] is linear and it is given by

E[Y |X] = E[Y ] +
Cov(X,Y )

Var(X)
(X − E[X]).

By fX,Y = fZ+Y,Y we have that E[X] = E[Z + Y ] = µ, Var(X) = Var(Z + Y ) = 1 + σ2 and

Cov(X,Y ) = Cov(Z + Y, Y ) = Cov(Z, Y ) + Cov(Y, Y ) = σ2.

By combining

E[Y |X] = µ+
σ2

1 + σ2
(X − µ).

Problem 2

By Markov’s inequality

P (|Xn −X| > ε) = P (|Xn −X|2 > ε2) ≤ E[|Xn −X|2]

ε2
.

Therefore,
∞∑

n=1

P (|Xn −X| > ε) ≤
∞∑

n=1

E[|Xn −X|2]

ε2
<∞.

By part (a) in the Borel-Cantelli lemma we conclude that Xn
a.s−−−−→

n→∞
X .

Problem 3

Let C =
{
|X| ≥ c

4

}
. Then,

1

4
≤ E[|X|] = E[|X|1C ] + E[|X|1c

C ]

≤
√
E[X2]E[12

C ] +
c

4

=
√
P (C) +

c

4
.
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Therefore,

P
(
|X| ≥ c

4

)
≥ (1− c)2

16
.

Problem 4

We first note that Yn > 0,∀n ≥ 1 almost surely since f, g are densities. Therefore,

E[|Yn|] = E[Yn] = E

[
n∏

k=1

g(Xk)

f(Xk)

]

=

∫ n∏
k=1

g(xk)dx1 · · · dxn = 1 <∞, ∀n ≥ 1,

due to the i.i.d. assumption on (Xk)k≥1 and the fact that f, g are densities.

Moreover,

E[Yn+1|Xn, . . . , X1] = E

[
n+1∏
k=1

g(Xk)

f(Xk)
|Xn, . . . , X1

]

=

n∏
k=1

g(Xk)

f(Xk)
E

[
g(Xn+1)

f(Xn+1)

]
= Yn

by using the observation that E
[
g(Xn+1)
f(Xn+1)

]
=
∫
g(xn+1)dxn+1 = 1.

Problem 5

(a) The chain is not irreducible, since, e.g., states 2, 3 are not reachable by state 1. Moreover, it is easy to see that
all states have period 1. Therefore, the chain is aperiodic.

(b) Solving the balance equations
π = πP

by taking into account the constraint π1 + π2 + π3 = 1, we obtain

π1 = π1, π2 = π2, π3 = 0

subject to π1 +π2 +π3 = 1. Therefore, the chain has infinite many stationary distributions, which are elements
of the set

Π = {x ∈ [0, 1] : π = [x 1− x 0]}.

(c) Clearly, limn→∞ pk = [1/2 1/2 0], since p0 ∈ Π.


